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Developing Responsible Artificial Intelligence” released in 2019 by the New Generation AI 
Governance Expert Committee.

Keywords: Artificial Intelligence, Ethical Principles, EU-China Dialogue, New Technologies 
Governance

I. EuropE, China and thE ai: thE rEgulatory issuE

In the age of digital revolution, with the emergence of the digital sovereignty, the 
European Union (EU) has found itself caught in the middle, sandwiched between 
the two geopolitical protagonists in the digital realm-the US and China. As Europe 
is as a weaker actor mainly due to her digital underdevelopment, the EU is settling 
on the regulatory side of digital sovereignty.1 A milestone in this regard is the EU 
General Data Protection Regulation (GDPR) adopted in 20162 and entered into 
force in all Member States from March 25, 2018. GDPR, on the one hand, bounds 
any company around the world that processes the personal data of the EU citizens, 
while, on the other hand, it is a cutting-edge comprehensive law providing 
strong guarantees to data subjects. GDPR will soon be a prestigious model to be 
transplanted to similar regulations in other jurisdictions.3 

If GDPR is fully implemented, the EU can play a leading regulatory role 
through the “Brussels effect”4 in the field of Artificial Intelligence (AI), which is 
a key factor deeply affecting economies, societies and cultures at domestic and 
international level. In this regard, the European normative capacity should be fully 
expressed in the creation of a regulatory framework for ethical AI, which could 
both inspire other countries with European values and principles for developing 
and using AI “for good and for all.”5

As a matter of fact, the “Brussels effect” has also been displaying in China, 
especially in the field of data protection where the minimal regulatory approach 
followed in the beginning has been replaced by a well-structured regulatory 
framework in the digital realm. A single overarching data protection law was 
drafted modelled after the EU GDPR and arrived at its second version6 as a decisive 
step in this direction. The shift towards a stricter regulatory approach is one of 
the Strategic Objectives in the framework of the 2017 New Generation Artificial 
Intelligence Development Plan.7 According to this Plan laws and regulations have 
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to be flanked by ethical norms and standards. Therefore, the definition of the 
ethical framework becomes a crucial factor for the development of principles and 
guidelines for AI which can be co-shared in the global society. 

The primary purpose of this research is to comparatively analyze the European 
and Chinese AI ethical guidelines considering the strategic and normative scope of 
the guidelines as well as their implications on the legal frameworks of AI both in 
Europe and China. This paper is composed of five parts including Introduction and 
Conclusion. Part two will compare the European and Chinese AI strategies and role 
of law and ethical standards. Part three will discuss the trustworthy AI in Europe as 
the ethical pathway. Part four will investigate the ethical framework for AI in China.

II. EuropEan and ChinEsE ai stratEgiEs and 
     thE rolE of law and EthiCal standards 
The European Commission’s AI strategy was officially launched with a Communication 
on AI in April 2018,8 which followed the “Declaration of Cooperation on AI.”9 The 
strategy issued a warning about the risks associated with AI, stressing the importance 
of a regulatory effort to manage these risks as a main part of the EU AI strategy. 
As a matter of fact, the 2018 Communication, laying the foundations for a 
comprehensive AI strategy, has envisaged a European future leadership in 
developing and using AI “for good and for all,” under the European “values” and 
“strengths” which can give answers “to the new ethical and legal question raised 
by AI.”10 

The Communication is based on the following three pillars: (1) boosting the 
EU’s technological and industrial capacity for AI taken up by the public and 
private sectors of economy; (2) Preparing socioeconomic changes brought about 
by AI, addressing in particular the transformations in the labour market and the 
need to update the education and training systems of member states; and (3) 
Ensuring an appropriate ethical and legal framework for AI.11 

With respect to the third pillar, the European Commission, first of all, explicitly 
referred to Article 2 of the Treaty on European Union,12 which lists the EU’s 
founding values as respect for “human dignity, freedom, democracy, equality, the 
rule of law and respect for human rights, including the rights of persons belonging 



to minorities” and a “society in which pluralism, non- discrimination, tolerance, 
justice, solidarity and equality between women and men prevail.”13 Then, the 
Commission quoted the EU Product Liability rules and GDPR which, at that 
time, had not yet come into force. Moreover, it proposed to adopt the Privacy 
Regulation and Cybersecurity Act and to work on the interactions between AI and 
intellectual property rights.14 

Considering these aspects the Communication announced the draft of AI 
ethical guidelines, on the basis of the Charter of Fundamental Rights of the EU, 
in order to address the impact of AI on fundamental rights, including privacy, 
dignity, consumer protection and non-discrimination.15 Drafting the guidelines 
was assigned to a High-Level Expert Group on AI which released the Ethics 
Guidelines for Trustworthy AI.16

The new European Commission, led by Ursula von der Leyen in December 
2019, further enhanced the EU AI strategy under the new established twin key 
priorities-the green and digital transitions. On February 19, 2020, the European 
Commission launched an ambitious, comprehensive package on the EU’s digital 
policy, including a White Paper on AI and a European strategy for data called, “A 
European approach to excellence and trust.”17 The package,18 which is both very 
assertive and comprehensive, marks another step forward in Europe’s quest to lead 
on “human-centric” AI and raises the question of “how to write the rules of AI 
according to an ethical and human rights agenda without hampering innovation or 
harming uptake of AI technologies in Europe.”19 

In this direction, after a public consultation on the White Paper on AI running 
from February to June 2020 and the presentation of an Assessment List for 
Trustworthy AI (ALTAI) in July 2020,20 the European Commission presented both 
a revised coordinated plan on AI and a proposal for a regulatory framework on AI 
on April 21, 2021.21 

In China, a newly emerging AI superpower, meanwhile, the New Generation 
Artificial Intelligence Development Plan was released by the State Council in 2017.22 
The Plan identifies AI as “the main driving force for China’s industrial upgrading 
and economic transformation.” This Plan outlined China’s AI policy objectives, 
delineating three major steps each of which refers to a series of targets, some of 
which are more defined, while others vaguer, leading China to be the world’s 
innovation center for AI by 2030.23 A pillar of this strategy is to promote a healthy 
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and rapid development of AI through an “institutional arrangement” and the 
creation of an “inclusive international environment.”24 

In addition, the Plan outlined six supporting guaranteeing measures for AI 
development which are, in order, to: “Develop laws and regulations and ethical 
norms that promote the development of AI”; “Improve the key policies that 
support AI development”; “Establish standards and the intellectual property 
system for AI technology” (where privacy is mentioned); “Establish safety 
supervision and evaluation systems for AI” (where privacy is also mentioned); 
“Vigorously strengthen training for the labor force working in AI”; and “Carry out 
a wide range of AI science activities.”25 In the timeline of the strategic objectives 
to be implemented in China by 2025 there is the initial establishment of AI laws 
and regulations and ethical norms and, by 2030, the accomplishment of more 
comprehensive AI laws and regulations, ethical norms and policy system.26 

The central role of the legal and ethical factors, recognized by this Plan 
implies stronger efforts not only in researching and drafting new laws, regulations 
and ethical frameworks on AI, but also in promoting an active participation in 
a global governance of AI and “deepen[ing] international cooperation in AI 
laws and regulations.”27 Subsequently, these further initiatives on AI ethics and 
governance were launched in 2019, including the release, by the New Generation 
AI Governance Expert Committee established by the Ministry of Science and 
Technology (MOST), of eight governance principles for developing responsible 
AI for New Generation Artificial Intelligence.28 In the meantime, a decisive shift 
towards the creation of a new regulatory framework aiming at sustaining the 
healthy development of AI was made. Following the 2017 Cybersecurity Law, 
the Data Security Law was approved in June 2021 and the Personal Information 
Protection Law29 is on the way. 

III. shaping trustworthy ai in EuropE: 
      thE EthiCal pathway 
A. The Guidelines formulated by the High-Level Expert Group on AI
In the communication launching the Coordinated Plan on Artificial Intelligence,30 
the European Commission delineated the strategic framework designed to 
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boost the development and use of AI at the Union and national levels. Among 
the objectives and initiatives of the Plan, the Commission specifically aimed 
at developing ethics guidelines, so that “Europe can become a global leader in 
developing and using AI for good and promoting a human-centric approach and 
ethics-by-design principles.”31 

Following this communication, the European Commission selected fifty-two 
experts, among academia, industry and civil society,32 in order to organize the High-
Level Expert Group on Artificial Intelligence (AI HLEG). One of the assignments 
of the AI HLEG was to elaborate the Ethics Guidelines for Trustworthy AI,33 a 
catalogue of principles as well as operative measures to achieve Trustworthy AI.  
By adopting a human-centric approach, the Guidelines state that AI should not be 
intended as an end in itself, but a tool for humanity and its common good in order 
to foster human welfare and freedom.34 Therefore, this “human-centric approach” 
should not just be limited to protecting the single individual, but broadly cover the 
well-being of the social environment. 

Given this extensive scope, the Guidelines are involved in all the stakeholders 
related to AI such as: developers, deployers (whether public or private 
organizations), end-users or, more in general, all the social institutions directly or 
indirectly affected by AI systems.35

According to the AI HLEG, “trustworthiness” is a prerequisite of AI and needs 
to be tackled by using a holistic and systemic approach encompassing the system’s 
entire life cycle.36 The notion of “Trustworthy AI” is built upon three key elements 
(defined as “components”) that AI should be: (1) lawful, i.e. complying with 
all relevant laws and regulations; (2) ethical, i.e. ensuring the respect of ethical 
principles and values; and (3) robust, both from a technical and social perspective, 
in order to avoid any unintentional harm.37 The Guidelines, however, specify 
that they only take into consideration the last two aspects-the ethical and robust 
components, thereby leaving the component on lawful AI outside their scope.38

The starting point to identify the ethical principles for AI are the fundamental 
rights as embraced in the EU Treaties, the EU Charter and international human 
rights law.39 In order to ensure “Trustworthy AI” in all aspects and applications, 
the AI HLEG formulated four ethical principles, explicitly deemed to be 
imperatives, namely: (1) the respect for human autonomy, which aims at always 
keeping the individuals in full control and allowing human supervision over AI; (2) 
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the prevention of harm, which expresses the necessity to protect human dignity as 
well as mental and physical integrity; (3) fairness, which seeks to ensure equality 
among individuals and hold accountable the entity responsible for the decision 
made by the AI; and (4) the explicability, whose goal is to make the AI process 
transparent and its decisions explainable to those directly and indirectly affected.40

After delineating the fundamental ethical principles, the Guidelines indicate a 
list of seven requirements that AI systems should present in order to be defined as 
Trustworthy. Those requirements are as follows: 

(1) human agency and oversight, which covers fundamental rights, human agency (to 
preserve user autonomy in the decision process) and human oversight (aiming at 
avoiding interference with human autonomy or other harm); 

(2) technical robustness and safety, which embraces resilience to attack and security 
(to prevent hacking), fallback plans and general safety in case of problems or 
errors, accuracy (to create well-formed development and evaluation processes that 
can support, mitigate and correct unintended risks from inaccurate predictions), 
reliability and reproducibility (to assure that the AI system works properly and 
express the same behaviour when repeated under the same conditions); 

(3) privacy and data governance, which is further specified as privacy and data protection 
(so that the data collected will not be used to unlawfully or unfairly discriminate 
individuals), quality and integrity of data (in order to avoid socially constructed biases, 
inaccuracies, errors and mistakes), and access to data (to regulate who is allowed to 
access data and under which circumstances); 

(4) transparency, in the sense of traceability (by documenting the data sets and the 
processes that generate the AI system’s decision), explainability (to clarify the technical 
processes of an AI system and the related human decisions) and communication 
(focused on allowing humans to promptly know when they are interacting with an AI 
system); 

(5) diversity, non-discrimination and fairness, which means the avoidance of unfair bias 
(such as the removal of identifiable and discriminatory bias during the collection 
of data), accessibility and universal design (to provide an accessible technology to 
all people regardless of age, gender, abilities or characteristics), and stakeholders 
participation (to foster feedback from the people involved directly or indirectly); 

(6) environmental and societal well-being, identified as sustainability and environmental 
friendliness (to use resources responsibly and limit energy consumption, as well 
as the need to promote measures securing the environmental friendliness of the AI 
systems’ entire supply chain), social impact (to avoid the deterioration of people’s 
social skills when using AI), society and democracy (which includes a careful use of 
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AI when applied in the political decision-making and electoral contexts); and 
(7) accountability, which embraces auditability (to assess algorithms, data and design 

processes by internal and external auditors), minimisation and reporting of negative 
impact, trade-offs in case of conflict between the requirements, and redress if any 
unjust adverse impact occurs.41

Besides listing all the requirements that should be fulfilled in the use and development 
of AI, the Guidelines attempt to provide some practical and operational measures in 
order to effectively implement the seven requirements. These measures include 
both technical methods to be incorporated in the AI system (such as, for example, 
testing and validation of the system in order to guarantee that the system acts as it 
was designed for throughout its entire lifecycle), and non-technical methods (such 
as, for example, the adoption of regulations, codes of conduct, or governance 
frameworks to ensure accountability).42 

Given this concrete approach, the last part of the Guidelines sets out an assessment 
list principally for deployers of AI systems, which exemplifies a tool to evaluate the 
realisation of Trustworthy AI.43 This practical tool aims to support the organizations 
that voluntarily adopt the Guidelines to self-assess the trustworthiness of their AI 
systems by simply answering a list of questions regarding the actual implementation 
of the seven requirements.44 The list of questions, as stated by the AI HLEG, is non-
exhaustive and flexible since it is intended to be adapted according to the specific use 
of AI system.

Following the publication of the Guidelines, some authors praised the practical 
approach adopted by the AI HLEG, while others criticised several aspects of the 
Guidelines, namely the absence of a hierarchy of the ethical principles or the lack 
of regulatory measures to support their implementation.45 In this regard, indeed, 
it has been stressed that in creating a framework for AI governance ethics and 
law should be complementary, as these two fields are both necessary, but neither 
one is sufficient.46 However, as highlighted by the AI HLEG, several elements 
of Trustworthy AI are already covered by the existing EU legislation such as, for 
example, GDPR47 or the consumer protection regulations.48 

Hence, the foremost issue is whether this legal framework is sufficiently 
comprehensive to deal with all the aspects related to Trustworthy AI. In this regard, 
in February 2020, the Guidelines were followed by the publication of the White 
Paper on Artificial Intelligence - A European approach to excellence and trust,49 
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with which the European Commission pushed forward the creation of a solid EU 
regulatory framework on AI. Taking into account that the existing legislation 
did not specifically tackle issues such as transparency, traceability and human 
oversight, the White Paper has paved the way to a new regulatory phase.

B. Combining Law and Ethics: the EU Artificial Intelligence Act Proposal
Within the EU institutions, the Guidelines had quite a relevant impact at the level of 
not only policies, but also the regulatory framework.50 In this vein, the most recent 
initiative launched by the European Commission is the proposal for a regulation 
concerning AI (so-called Artificial Intelligence Act).51 As expressly mentioned in the 
explanatory memorandum of the proposal, the specific objective is to develop “an 
ecosystem of trust by proposing a legal framework for trustworthy AI.”52

In order for the legal framework not to be excessively strict and hinder the use 
and the development of AI, the Commission adopted a risk-based approach, namely 
the drafting of regulatory measures only for high-risk AI systems.53 With reference to 
non-high-risk AI systems, instead, what is affirmed is only the possibility to adhere 
to the requirements provided in the regulation on a voluntary basis by adopting, for 
example, codes of conduct. 

The proposal was profoundly inspired by the Guidelines. As expressly stated by 
the European Commission, the minimum requirements provided in the regulation 
represent the result reached by the AI HLEG. Indeed, in order to ensure a high level 
of protection of fundamental rights, the proposal makes some requirements provided 
in the Guidelines for high-risk AI systems mandatory. Specifically, Title III, Chapter 
2 of the proposal for the regulation lays down detailed legal duties with regards to 
data and data governance, documentation and record keeping, transparency and 
information to users, human oversight, robustness, accuracy and security.54 

If examining the single provisions contained in the proposal for the regulation, 
the first requirement of the Guidelines-human agency and oversight-is set out 
in Article 14 (Human Oversight). In particular, this article requires a constant 
supervision of high-risk AI systems by a natural person during their use in order to 
prevent or minimize any risks to health, safety or fundamental rights. The specific 
purpose of the two measures suggested to ensure human oversight55 is to guarantee 
that the individual in charge of the supervision is able to monitor and detect the 
systems or any failure of them, and consequently take necessary actions such as, 
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for example, intervening or interrupting the operation of the AI system (through, 
for instance, a “stop” button), or deciding not to use the system at all.56 

The second requirement of the Guidelines, technical robustness and safety, is 
specified in Article 9 (Risk Management System) which aims at both assessing 
potential risks associated with the use of AI systems by identifying and analysing 
the known and foreseeable risks during the entire lifetime of the AI system, and 
adopting suitable risk management measures accordingly. Moreover, Article 15 
(Accuracy, Robustness and Cybersecurity) provides that high-risk AI systems 
need to be designed and developed so as to avoid errors, faults or inconsistencies (in 
particular those due to the interaction with natural persons or other systems)57 and 
avoid vulnerabilities that may cause unauthorised third parties to alter their use or 
performance.58 

The proposal for the regulation deals with the third requirement of the Guidelines-
privacy and data governance-in Article 10 (Data and Data Governance). It stipulates 
the need for high-risk AI systems with training of models by data to be developed 
on the basis of training, validation and testing data sets that meet the quality criteria 
indicated in paragraphs 2 to 5 of Article 10 (such as, for example, the establishment 
of appropriate data governance and management practices). 

Lastly, with reference to the requirement of the Guidelines concerning 
transparency, the proposed regulation requires in Article 12 (Record-keeping) to 
add logging capabilities to high-risk AI systems in order to ensure a certain level of 
traceability of the AI system’s functioning during its lifecycle. Furthermore, Article 
13 (Transparency and Provision of Information to Users) aims at ensuring that 
the operation of high-risk AI systems is sufficiently transparent to enable users to 
interpret the system’s output and employ it appropriately by providing, for example, 
instructions for use that include concise, complete, correct and clear information 
expressed in an accessible and comprehensible way to users.59

It should be observed that the proposal does not identify the specific technical 
solutions required to realise the mandatory requirements. The European Commission 
clarified, in its explanatory memorandum, that this choice was precisely made to 
guarantee the necessary flexibility that allows to design and develop AI systems by 
considering each time the state-of-the-art and technological and scientific progress in 
this field and consequently choose the most appropriate solution.60

314
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IV. thE EthiCal framEwork for ai in China

According to a research on China National Knowledge Infrastructure, which is the 
largest Chinese Academic database, the earliest discussion of ethical issues related 
to AI dates back to 2016.61 The written AI ethical rules were put forward as self-
disciplined principles as well as official policies in China.

A. The First Steps towards Ethic Rules for AI
The Beijing AI Principles, which were released in May 2019 by the Beijing 
Academy of Artificial Intelligence (BAAI) along with others,62 are classified into 
three parts, such as Research & Development, Application, and Governance. 
As for “Research & Development,” the Principles emphasize “Do Good,” “For 
Humanity,” “Be Responsible,” “Control Risks,” “Be Ethical,” “Be Diverse and 
Inclusive,” and “Open and Share.”63 

As for “Application,” the Principles recommend: “Use Wisely and Properly,” 
“Informed-consent,” and “Education and Training.” As for “Governances,” 
the Principles are “Optimizing Employment,” “Harmony and Cooperation,” 
“Adaptation and Moderation,” and “Long-term Planning.”64 Following the principle 
of “Be ethical,” AI R&D should take ethical design approaches to make systems 
trustworthy. This may include, but is not limited to, making the system as fair as 
possible; reducing possible discrimination and biases; improving its transparency, 
interpretability, and predictability; and making the system more traceable, auditable 
and accountable.65 It has been commented that the Beijing AI Principles focus 
on serving the people following the traditional Chinese idea that “Harmony and 
Optimization Coexist” (和谐与优化共生).66 Another aspect to be noted is that, 
from the content of the Principles, there emerges a close relationship between 
ethics and safety when it comes to the AI regulation in China. This could also 
be reflected in the organizational structure of BAAI since the main department 
explaining its principles is the research center for AI ethics and safety.67

In August 2019, another group led by the Artificial Intelligence Industry 
Alliance of China (AIIA)68 released the Joint Pledge on Self Discipline in the 
Artificial Intelligence Industry.69 The Pledge established the principles of “Reliable 
and Controllable,” “Transparent and Understandable,” “Protect Privacy,” “Clarify 
Responsibilities,” and “Multiple and Comprehensive.” Later in September 2020, 
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AIIA, along with the China Academy of Information and Communications 
Technology, published the White Paper of AI governance, in which the role of 
ethics as soft law was once again emphasized.70

 
B. Official Guidelines to Promote Ethical AI in China
In the Notice of the State Council on Issuing the Development Plan on the New 
Generation of Artificial Intelligence, the role of government in creating AI 
ethical rules was emphasized and ethical policies and regulations were listed as 
important parts in different sentences of the Plan.71 As a background, introduction 
highlights that AI is a disruptive technology which may impact on social ethics. 
Then, the Principles listed the role of government in transposing ethics into laws. 
Accordingly, in the following steps to govern AI, the mission of improving ethical 
rules for AI was clearly listed. In 2020, the ethical rules was initially establish in 
several areas. By 2025, there should be the preliminary establishment of AI laws, 
regulations, ethical norms and policy initiatives. Finally, more complete ethical 
rules should be established by 2030.72 

Part 5 of the Notice, which is about the application measures, stipulates that 
the multi-level judgment structure of ethics and the ethical framework of human-
computer collaboration should be promoted to fulfill the tasks above described. 
Generally speaking, it is significant for the government to lead the establishment 
and promotion of AI ethic rules in China.

Following the Notice by the State Council, meanwhile, China established the 
New Generation AI Governance Expert Committee in 2019. The Committee, 
composed by experts from academia and the AI industry under the Ministry of 
Science and Technology, was tasked with recommending the policy for the AI 
governance.73 In June 2019, it released the “Principles to Develop Responsible AI 
for the New Generation Artificial Intelligence: Developing Responsible Artificial 
Intelligence.”74 Here, the following principles were named as rules in developing 
AI: Harmonious and Friendly, Fair and Just, Inclusive and Sharing, Respect 
privacy, Safe and Controllable, Shared responsibility, Open Collaboration, Agile 
Governance.75 

“Harmonious and Friendly” means that AI should promote the common wealth 
of the human community following the values as well as ethics of all. It should 
address: ensuring social safety; respecting human rights as a founding premise; 
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and avoiding misuse and abuse. As for “Fair and Just,” AI should promote fairness 
and justice, so that prejudice and discrimination should be eliminated. “Inclusive and 
Sharing” means AI should promote green and coordinated development. For this 
purpose, efforts should be made to eliminate the digital divide; shared development 
should be promoted; and orderly competition should be encouraged.76 As for 
“Privacy,” the development of AI should respect and fully protect the individual’s 
right to know and to choose. “Safe and Controllable” means that AI should 
continuously improve transparency, interpretability, reliability, and controllability, 
and gradually achieve auditability, supervision, traceability, and trustworthiness. 
“Shared responsibility” means that all the entities in AI such as developers, users, 
and other related parties should have a high sense of social responsibility and self-
discipline, and strictly abide by laws, regulations, ethics, and standards. “Open 
collaboration” means different entities in China as well as the whole world should 
work together to promote cooperation and formation of governance framework 
and standards. Finally, “Agile governance” means to identify and resolve possible 
risks in a timely manner, thereby ensuring that artificial intelligence always 
develops in a direction beneficial to humans.77

In 2021, the Secretariat of National Technical Committee for the Standardization 
of Information Security published the “Cybersecurity Standard Practice Guide-
Guidelines for Prevention of Ethical Security Risks in Artificial Intelligence,”78 
which is technically supported by the China Institute of Electronic Technology 
Standardization, Tinghua University, Institute of Automation, and the Chinese 
Academy of Sciences. The Standard has four main parts, namely Scope, Terminology 
and Definition, Ethical Security Risks in Artificial Intelligence, and the Prevention 
measures. Part 3 lists five risks including out of control, social risks, risks related 
to infringement, discrimination and risks regarding liability. Part 4, the main part 
of the standard, lists the basic requirements as well as specific rules on different 
entities.79 

As for the basic requirements, the Standard should follow national values and 
laws; protect fundamental rights; respect the risks of AI; promote the establishment 
of the system in dealing with AI risks in cooperation with different entities; and 
disseminate the treatment measures. Furthermore, those are specifically listed 
as the rules to be respected by the researchers and developers, the designers, the 
deployers and applicators, and the final users. In general, preventing and tackling 
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ethical risks are recognized as critical parts in developing AI in China.80

In addition, in July 2019, the 9th Meeting of Commission for Deepening Overall 
Reform of the CPC Central Committee passed the “Plan for the Establishment of the 
National Science and Technology Ethics Committee,” aiming at strengthening the 
overall planning and guidance and coordination, and promoting the construction of a 
comprehensive, well-oriented, standardized, and coordinated science and technology 
ethics governance system.81 Further, this Committee tries to play a leading role in 
regulating ethical principles in developing and applying new technologies such as AI.

C. Ethics and Law: The Most Recent Developments
Today, Chinese laws and judicial cases release increasing references to ethical 
principles in relation to the development and application of new technologies. 
This reference is more common for scientific research. In particular, the Law on 
Scientific and Technological Progress82 emphasizes that “the state will prohibit the 
scientific and technological research and development activities that will damage 
national security or public interests, or violate ethics” (Article 29). The new 
Chinese Civil Code, came into force on January 1, 2021,83 provides that “medical 
and scientific research activities concerning human genes and human embryos, 
among others, shall be carried out according to the laws and administrative 
regulations, and relevant provisions issued by the state, without endangering 
human health, violating moral principles, or damaging public interests.”84 Also, on 
June 10, 2021 China passed its Data Security Law which requires:

When conducting data processing activities, the entity should comply with laws and 
regulations, respect social norms and ethics, observe business and professional morality, 
act in good faith, perform data security protection obligations, and undertake social 
responsibilities, and shall neither compromise national security and public interest nor 
harm the lawful rights and interests of any organization or individual.85

Judicial practice is also fostering a stricter relation between ethics and technology.  
In a recent case which is considered exemplary in this regard,86 the Beijing Internet 
Court held that with the advancement of big data applications, artificial intelligence 
and other technologies, the operator of an e-commerce platform should also improve 
its supervision and management capabilities; improve the review and screening 
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system; better maintain the good order and competitive ecology of the trading 
platform; and guide and cultivate honest and trustworthy business ethics.87

Until now China has not released any draft of comprehensive regulation on 
AI. There is a debate on this topic and the EU Draft Regulation has just been 
translated into Chinese.88 Chinese legislators have been concentrating on filling 
the regulatory gaps in the field of data protection. Actually, the Data Security 
Law has been adopted on June 2021 and the draft of the Personal Information 
Protection Law was released and published for public comments in April 2021 and 
are expected to be approved by the end of 2021.89 A subsequent step, according 
to several scholars, could be the elaboration of comprehensive regulation of 
AI embodying and specifying AI ethical rules,90 where a balance between 
development and regulatory needs should be reached.91 

V. ConClusions: Bridging EthiCal prinCiplEs 
     and lEgal rulEs in thE ai Era: 
     a multidisCiplinary task 
Considering the “Ethics Guidelines for Trustworthy AI” and the “Principles 
to Develop Responsible AI for the New Generation Artificial Intelligence: 
Developing Responsible Artificial Intelligence” in a comparative perspective, we 
have observed that the EU ethical rules are fashioned in a more structured, detailed 
and practical manner by providing both technical and non-technical methods to 
achieve the trustworthiness of AI systems.92 The Chinese rules on AI ethics are 
even more general, consisting basically of a catalogue of seven principles, which 
provides a brief description and explanation.

If generally examining the content of the two documents we see that there is an 
overlap of key principles, such as the recognition of the need for AI to be fair and 
transparent. Furthermore, if comparing the European ethical rules with the Chinese 
ones, as specified in the seven requirements, many other common elements have 
been found such as privacy and data protection (or data security), sustainable 
development processes, reliability, and auditability. These principles appear to be 
in line with other initiatives, taken both at the private and public level worldwide, 
within the scope of AI ethics.93
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On the Chinese side, however, we have also recognized the reference to the 
classical words that set the scene within the Chinese narrative,94 such as harmony 
and friendliness, and a greater emphasis on social responsibility, and group and 
community relations. 

As far as the normative implications of the ethical principles is concerned, the 
US is fast overcoming of the selective regulatory approach and drafting a more 
comprehensive regulatory framework. The Artificial Intelligence Act, in which some 
of the ethical principles formulated (or, more precisely, some of the requirements) are 
supposed to be incorporated. In China, instead, the normative context is still lacking 
specific statutory references to the ethical rules adopted. The latest released rules in 
this regard are the “Cybersecurity Standard Practice Guide-Guidelines for Prevention 
of Ethical Security Risks in Artificial Intelligence,” which have been adopted by 
the National Technical Committee for Standardization of Information Security. 
However, it should be kept in mind that the State Council’s New Generation 
Artificial Intelligence Development Plan does propose the eventual general regulation 
of this field, providing for the establishment of a legal, ethical and policy system 
of AI regulation by 2025. In this context, there is an ongoing debate concerning 
the elaboration of a comprehensive regulation of AI embodying and specifying AI 
ethical rules. 

In recent, the process for adopting a comprehensive regulation of AI has just 
started in order to enshrine the rules and standards of ethical principles. This 
process raises new challenges for legal scholars, first of all with regards to the 
growing and complex dimension of sources of law.

Ethical rules on AI do not yet have the binding force as statutory provisions. 
They belong to the realm of the “soft law” which is part of the contemporary legal 
framework,95 shaped as an intertwined network of multilevel rules. In this course, 
it is fundamental to create appropriate channels of communication between the 
different parts of the normative orders.96 AI represents a precious occasion in 
this direction. These channels, which can work both at national and international 
levels, should be built through a multidisciplinary effort. As has been outlined, AI 
systems are complex and advanced social and technical systems which call for a 
multidisciplinary approach to be adequately regulated.97 There is the need to put 
AI designers and developers in communication with experts in law, sociology, 
and philosophy who still work on extremely separate tracks. All of them have to 
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be brought closer to address together the huge legal challenges of the rising AI 
era. Multidisciplinarity and interdisciplinarity are reshaping social institutions 
including legal education.98 The creation of discourse frameworks between experts 
belonging to different disciplines and the formation of multidisciplinary and 
interdisciplinary minds are the pre-conditions to develop commonly shared, ethical 
based AI legal regulations.  

AI gives us a chance to create a closer dialogue between cultures, academic 
fields and regulations. The EU and China are both on the way to creating an 
ethical-based legal framework. As legal scholars are interested in the dialogue 
and cooperation between different sides of the world, active changes will be in 
action with a new research agenda. This agenda for typical ethical scenarios in AI 
applications should be set up first, including decision-making processes from the 
judicial to the financial field.99 These are crucial and exemplary because boundaries 
of classical legal categories and taxonomies are changing fast. The redefinition of 
taxonomical and conceptual frameworks is not merely a technical issue of law. 
It cannot be solved with creating new jurisprudential models to be mechanically 
transplanted everywhere. 

The contemporary society is calling for jurists to be new creators of law from 
a fully global perspective. They are asked to seek and find laws all the more so 
by confronting knowledge on a wider basis and initiating interdisciplinary and 
intercultural dialogue. This is the value added that the AI ethics discourse will bring. 
It gives us an opportunity to build a binding conscience, which is still lacking in the 
world’s diaspora of jurists. It is not just recognition that refers to vested interests, 
but awareness shared by women and men of science and practice, united by the 
certainty of the ontic value of law. They are also capable of shaping laws through 
the dialogue between technical knowledge and the combination of different types 
of ideals and visions, in a global scope which has the strength to rise above all 
sources of division. 
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